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Logistic Model for Heart Health
Data

The Issue:
We have a dataset which deals with Heart Health Data,
having 18 factors, of which delay days is one of the
continuous variables given in fraction of days until the
person sought medical treatment. We need to build a logistic
model to predict whether a person seeks medical treatment in
three different ways.

One is considering people seeking treatment in 2 days or less
as “1” and longer than 2 days as “0”. Second method is
calculating cohort average delay and taking less than average
value as “1” and longer than average value as “0”. Third
method is considering people seeking treatment in less than
1 day as “1” and longer than 1 day as “0”.
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Findings:
We have 18 variables, for which we are building logistic
model such that delay days is depending on the remaining 17
variables. We can infer that these variables are having
statistical significance or not, by observing their
corresponding p-value and z-value.

From the model we built, we can infer that only cough(p-
value=0.0153) is having statistical significance to some
extent. Variable that has p-value less than 0.05 are generally
considered statistically significant that is the association
between predictor variable and dependent variable is not due
to chance. So from our result we can say that there is a
significant association between cough and delay days.

Coming to the remaining variables ID, age, gender, ethnicity,
marital, livewith, education, palpitations, orthopnea,
chestpain, nausea, fatigue, dyspnea, edema, PND, tightshoes,
weightgain and DOE, if observed in our result, p-values are
greater than 0.05, which suggests us that these variables have
no significance.

We created a ROC curve which in general suggests the
performance of our model. From our results we got ROC-
AUC=0.635. AUC is area under the curve ROC, considering
the value of AUC which is 0.635, suggests that the
performance of our logistic model is just satisfactory.
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Discussion:
In this logistic model with total 18 variables there are some
general discussions that could be made:

The p-value corresponding to each factor plays an important
role, if the p-value is greater than 0.05 it suggests that the
variable has no significance and if the p-value is less than
0.05 it suggests that the variable is of some significance
depending upon how less is the p-value compared to 0.05.

From the coefficient values we can infer that, if the value is
positive then the dependent variable value increases as the
value of predictor variable value increases and if the value is
negative then the dependent variable value decreases as the
predictor variable value increases.

From ROC(receiving operator characteristic) curve and the
AUC(area under curve) value, we can infer the performance
of our logistic model. Depending on the value we can infer
whether the performance of our logistic model is satisfactory
or poor.
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Appendix A: Method
In order to construct the logistic model, we utilized the R
programming language and implemented relevant packages
such as pROC and caTools. Prior to use, we installed these
packages and imported them into our code for execution. By
incorporating these libraries into our analysis, we were able
to effectively build the desired logistic model.

At the beginning of our analysis, we imported the .xls file
into R studio and conducted an initial inspection to
determine the number of rows and columns present in the
dataset. Next, we separated the delay days from the rest of
the variables and established it as the dependent variable. We
then created a new dataset that contained all of the
remaining variables, which we will use in our subsequent
analyses.

To analyze the new dataset, we first partitioned it into two
separate sets: training data and testing data. We then utilized
the training data to construct the generalized logistic model,
and applied the resulting model to generate predictions using
the testing data. Our analysis of the model predictions
allowed us to determine the variables that were significant.

Our next step is to create a ROC curve by utilizing the
generalized logistic model and evaluating our predictions.
We will calculate the AUC and utilize this metric to assess
the effectiveness of our model.

We can also get the confusion matrix and from that we get
accuracy and these values can be seen in console.
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Appendix B: Results
From the given dataset containing 18 variables, we have build
up a logistic model and below we will see the results.

The first result is when people seeking treatment in 2 days or
less as “1” and longer than 2 days as “0”, shown in figure 1
and figure 2.

Figure 1. Results of generalized logistic model for case 1
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Figure 2. ROC curve and AUC for case 1.

Next case is calculating cohort average delay and taking less
than average value as “1” and longer than average value as
“0”.

Figure 3. Roc curve and AUC for case 2.
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Figure 4. Results of generalized logistic model for case 2

Last case is considering people seeking treatment in less than
1 day as “1” and longer than 1 day as “0”.
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Figure 5. Results of generalized logistic model for case 3
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Figure 6. Roc curve and AUC for case 3.
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Appendix C: Code
Case 1:
install.packages("caTools")

library(caTools)

#Reading input

install.packages("readxl")

file <- "C:/Users/DELL/Downloads/Heart Health Data.xls"

heartd <- readxl::read_xls(file)

View(heartd)

colnames(heartd)

heartd$Delayed <- ifelse(heartd$delaydays > 2, 0, 1)

data1 <- subset(heartd,select = -delaydays)

colnames(data1)

ncol(data1)

nrow(data1)

#splitting data

index <- sample(1:nrow(data1), size = 0.8*nrow(data1))

index

train3 <- data1[index,]

test3 <- data1[-index,]
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#logistic model

model1 <- glm(Delayed ~ .,data = train3,family = binomial(link="logit"))

summary(model1)

pred <- predict(model1 , test3 , type="response")

pred

install.packages('pROC')

library(pROC)

#ROC curve &AUC value

test_roc <- roc(test3$Delayed,pred)

plot(test_roc , print.auc= TRUE)

#confusion matrix and accuracy

test3$predicted <- ifelse(pred>0.5 , 1, 0)

cm <- table(test3$Delayed , test3$predicted)

table(test3$Delayed , test3$predicted)

accuracy <- sum(diag(cm))/sum(cm)

accuracy

-----------------------------------------------------------

Case 2:
install.packages("caTools")

library(caTools)

#Reading input



12

install.packages("readxl")

file1 <- "C:/Users/DELL/Downloads/Heart Health Data.xls"

heartd <- readxl::read_xls(file1)

View(heartd)

colnames(heartd)

mean1 <- mean(heartd$delaydays, na.rm = TRUE)

mean1

heartd$Delayedx <- ifelse(heartd$delaydays >mean1, 0, 1)

datax <- subset(heartd,select = -delaydays)

colnames(datax)

#splitting data

index <- sample(1:nrow(datax), size = 0.8*nrow(datax))

index

trainx <- datax[index,]

testx <- datax[-index,]

#logistic model

model2 <- glm(Delayedx ~ .,data = trainx,family = binomial(link="logit"))

summary(model2)

predx <- predict(model2 , testx , type="response")

predx

install.packages('pROC')
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library(pROC)

#ROC curve &AUC value

test_rocx <- roc(testx$Delayedx,predx)

plot(test_rocx , print.auc= TRUE)

#confusion matrix and accuracy

testx$predictedx <- ifelse(predx>0.5 , 1, 0)

cmx <- table(testx$Delayedx , testx$predictedx)

table(testx$Delayedx , testx$predictedx)

accuracyx <- sum(diag(cmx))/sum(cmx)

accuracy

---------------------------------------------------------------

Case 3:
install.packages("caTools")

library(caTools)

#Reading input

install.packages("readxl")

file2 <- "C:/Users/DELL/Downloads/Heart Health Data.xls"

heartd <- readxl::read_xls(file2)

View(heartd)

colnames(heartd)
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heartd$Delayedy <- ifelse(heartd$delaydays >1, 0, 1)

datay <- subset(heartd,select = -delaydays)

colnames(datay)

#splitting data

indexy <- sample(1:nrow(datay), size = 0.8*nrow(datay))

indexy

trainy <- datay[indexy,]

testy <- datay[-indexy,]

#logistic model

model3 <- glm(Delayedy ~ .,data = trainy,family = binomial(link="logit"))

summary(model3)

predy <- predict(model3 , testy , type="response")

predy

install.packages('pROC')

library(pROC)

#ROC curve &AUC value

test_rocy <- roc(testy$Delayedy,predy)

plot(test_rocy , print.auc= TRUE)

#confusion matrix and accuracy

testy$predictedy <- ifelse(predy>0.5 , 1, 0)

cmy <- table(testy$Delayedy , testy$predictedy)
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table(testy$Delayedy , testy$predictedy)

accuracyy <- sum(diag(cmy))/sum(cmy)

accuracyy


