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A logistic model to predict if 

preliminary year students will get into 

college 

 

 

The Issue: 

In this project we have the data of students who are about to 

complete preliminary year. By building a logistic model we 

have to predict the success or failure of preliminary student to 

get admission into college. 

There are total of 33 factors contributing to the final result 

whether a particular student getting admission into college 

will be success or failure. Some factors might be having high 

significance and some might not contribute much in building 

the logistic model. Our aim is to build a logistic model and find 

out what all factors will be significant for the end result.  

 

 



2 
 

Findings: 

From the student data containing total of 33 factors, for which 

we made a  logistic model to predict success or failure of 

students who are doing a preliminary year to see if they will 

be admitted to college. We can calculate accuracy, precision, 

recall value and F1-score values to know how well our logistic 

model performed. 

From the logistic model we build, we found out that the 

accuracy of the logistic model is “0.86363”, precision of the 

logistic model is “0.8462”, recall of the logistic model is 

“0.9167” and the F1-score of the logistic model is “0.88”. 

 

Discussion: 

From the model we built and the results we obtained there are 

few discussions we can put on table. Firstly, from the accuracy 

we can say that we can say that we have 86.36% correct 

prediction over total predictions, which is a good percentage. 

Next, from precision we can say that how good is our model 

when the prediction is positive. Recall measures how good our 

model at correctly predicting positive values. F1-score is a 

machine learning evaluation metric that measure’s a model’s 

accuracy. Considering all the values of accuracy, precision, 

recall and F1-score we can say that the logistic model which 

we built is a good model. 
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Appendix A: Method 

We perform logistic regression on a dataset to predict success 

or failure of students who are doing a preliminary year to see 

if they will be admitted to college. 

First, we import dataset using pd.read_excel() function. It 

reads the data and we can get the information about our 

dataset using data.info() function. 

Next we start cleaning the given data, that is dropping the 

unnecessary columns, filling the empty or not applicable 

values with mode of the respective factor and converting any 

object values into int or float values using label encoder. We 

push all this cleaned data into a new data variable. 

In the given scenario, the dataset is first divided into two parts, 

one for training and the other for testing, using an 80:20 ratio. 

This means that 80% of the data will be used for training and 

20% for testing. After the data is divided, the training data is 

used to train the logistic regression model. Once the model is 

trained, it is tested on the test data to evaluate its performance. 

The logistic regression model predicts the class of the test data 

and the predicted values are compared with the actual values. 

The accuracy of the model is calculated by comparing the 

predicted values with the actual values. 

From the above created logistic model, we get the desired 

results, that is accuracy, precision, recall and F1-score values. 

Then we try to get the coefficients of various vectors of the 

new data and we check the positively correlated factors and 

negatively correlated factors. 
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Appendix B: Results 

From the logistic model we built the following are the results, 

 

And coefficients are shown as below, 
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Appendix C: Code 

Code is written in python language with various packages like 

pandas, numpy and sklearn. 
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